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Searching by image is popular yet still challenging due to the extensive interference arose from i) data variations
(e.g., background, pose, visual angle, brightness) of real-world captured images and ii) similar images in the
query dataset. This paper studies a practically meaningful problem of beauty product retrieval (BPR) by neural
networks. We broadly extract different types of image features, and raise an intriguing question that whether
these features are beneficial to i) suppress data variations of real-world captured images, and ii) distinguish
one image from others which look very similar but are intrinsically different beauty products in the dataset,
therefore leading to an enhanced capability of BPR. To answer it, we present a novel variable-attention neural
network to understand the combination of multiple features (termed VM-Net) of beauty product images.
Considering that there are few publicly released training datasets for BPR, we establish a new dataset with
more than one million images classified into more than 20K categories to improve both the generalization
and anti-interference abilities of VM-Net and other methods. We verify the performance of VM-Net and its
competitors on the benchmark dataset Perfect-500K, where VM-Net shows clear improvements over the
competitors in terms of𝑀𝐴𝑃@7. The source code and dataset will be released upon publication.
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1 INTRODUCTION
Image retrieval is divided into text-based retrieval (TBR) and content-based retrieval (CBR). TBR
requires professional text information, while CBR harnesses images/photos captured in real world
as input. As an important part of CBR, beauty product retrieval (BPR) becomes more and more
popular. Extensive e-commerce platforms such as Amazon, Alibaba, eBay support to search by image
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Fig. 1. Given a query image, finding an image containing exactly the same product in related datasets is
non-trivial due to data variations (𝑒.𝑔., background, pose, visual angle, brightness) of real-world captured
images, and the extensive interference of similar images. VM-Net can flexibly deal with these harsh scenarios
and outperform its competitors including AMAC [27], GRMAC [28] and MFFS [26] in most cases.

for BPR. An increasing number of consumers prefer shopping online and searching for product
information by capturing images from real-world products of interest anytime and anywhere.
Despite the great improvements, BPR is still a very challenging problem, particularly in many

harsh situations [13, 20, 21, 28], due to two main reasons: i) query images are often captured from
real-world objects, which are full of data variations arose by background, pose, visual angle, and
brightness; ii) there are a large amount of similar but intrinsically different items in a large pool
of images, which are difficult to distinguish. These two types of unfavorable factors commonly
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lead most state-of-the-arts to the failure of BPR, as shown in Figure 1. Each year, there are many
contests of BPR to enhance the retrieval accuracy, e.g., Product Identification Competition held by
Alibaba [2]. To the best of our knowledge, few existing algorithms can serve as a BPR panacea for
various practical applications.

In this paper, we propose to broadly extract different types of image features, including salient
features, middle-layer features, distinct features and detailed features, to comprehensively tackle
the challenges of BPR. Deeply exploring these features in a neural network not only is intellectually
interesting, but also enables many practical retrieval applications. To improve the capability of
BPR, we aim to tackle a difficult problem of

• distinguishing very similar but intrinsically different interference images;
• suppressing data variations of real-world captured images.

Convolution-feature maps extracted from a neural network naturally contain both beneficial
and interference information. In order to improve the retrieval accuracy, one may exploit more
beneficial information while reducing interference information as much as possible. First, to deeply
exploit beneficial information, we reform Generalized-attention Regional Maximum Activation
of Convolutions (GRMAC) [28] by combining Lp-pooling, Avg-pooling and Max-pooling in an
effective way, which extracts both distinct features and detailed features. Second, to reduce inter-
ference information, we introduce a variable-attention mechanism (a variable mask) into Maximum
Activation of Convolutions (MAC) [19] and GRMAC which can filter background interference; we
also make a saliency mask out of the salient-feature map which is close to the outline of the image
to filter convolution feature maps after the variable mask, to avoid the interference of positions and
directions of objects. By the two kinds of masks, our method can effectively eliminate the negative
influence of data variations. Based on the above improvements, we invent Generalized-attention
Regional Maximum and Average Activation of Convolutions (GRMAAC) and variable-attention
based Maximum Activation of Convolutions (VAMAC). Third, the scale of last convolution layer
of a neural network is very small which inevitably loses some beneficial information. We have to
consider the features of a middle-convolution layer in the backbone network as a complement to
the final features. Fourth, training the backbone network on an effective dataset not only helps
enhance the ability to resist interference information, but also enhances the generalization ability.
We establish a new dataset which contains more than one million images classified into more than
20K categories to train our backbone network.

The core contributions of our work are summarized as follows:

• We propose an end-to-end variable-attention and multi-feature-combination based neural
network (VM-Net) to solve the practical yet challenging BPR problem.

• We propose GRMAAC and VAMAC by reforming the pooling solution of GRMAC and
introducing the variable-attention mechanism into GRMAC and MAC.

• We make full use of four types of beneficial features including salient features, middle-layer
features, distinct features and detailed features, to improve the performance of VM-Net.

• We collect a large dataset and train the backbone network on this dataset by our parameter
adjustment scheme, ensuring the network’s effectiveness on BPR.

We conduct extensive experiments on the Perfect-500K dataset which contains more than half
million beauty products. Perfect-500K is considered as the publicly-released most challenging
dataset on the BPR task. The results show clear improvements of VM-Net over its competitors in
terms of retrieval accuracy.
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2 RELATEDWORK
Content-based image retrieval (CBR). CBR aims to find an exact image from a given database,
which contains the same instance as the given query image. Since 2003, image retrieval based on
local descriptors and global descriptors has been extensively studied for over a decade [4, 6, 10, 30].
Recently, image representations based on the convolutional neural network (CNN) have attracted
increasing interest in the community and demonstrated impressive performance. For example,
Revaud et al. [17] train the retrieval network with a List-wise Loss to optimize the global ranking
and consider a large number of images concurrently. Sun et al. [18] introduce Circle Loss into a
retrieval network, aiming to maximize the within-class similarity and minimize the between-class
similarity. Overall, in the last decade, the image retrieval task has become a greatly developed and
highly-focused task in academia and industry [5, 9, 24, 25]. Particularly, beauty product retrieval
(BPR) has gained more and more attention for its wide application prospects [13, 20, 28, 29].

GRMAC. Yu et al. [28] propose the Generalized-attention Regional Maximum Activation of
Convolution (GRMAC) that improves the accuracy of BPR. The method introduces a weight matrix
into the Regional Maximum Activation of Convolutions (RMAC) [19], where more features related
to the content can be extracted and the background can be suppressed at the same time. Although
the method improves the retrieval accuracy to a certain degree, it pays much attention to extracting
distinct features, while detailed features which contain significant information of contents are
ignored. Besides, there is room for improving the ability of GRMAC to remove the background
interference. We attempt to make full use of both detailed features and distinct features to improve
the retrieval capability of GRMAC.

Attention mechanism. In the field of image retrieval, especially BPR, backgrounds and data
variations bring big challenges in the accuracy of retrieval results. Integrating attention mechanism
into global descriptors and local descriptors may alleviate these problems. For example, Ng et
al. [14] combine attention mechanism and second-order loss to train the backbone network of
image retrieval. Fang et al. [8] propose bilinear attention networks (BAN) by applying bilinear
attention to CNN, which enhances the connection between bilinear attention and given vision
information. Yu et al. [27] propose Attention-based MAC (AMAC) which combines an invariant
mask with MAC to reduce the interference of interference information. It is necessary to take
different attention masks according to the change of the characteristics of tasks, while the traditional
invariable-attention mechanism cannot meet the demand.

Low-or-medium-level features. There are many effective low-level or medium-level features
which contain rich information of images, such as edgemap, saliencymap, middle-convolution-layer
features and so on. In the past cases of combining CNN and image retrieval, researchers focused on
high-level features of CNN while ignored the effect of low-level features and medium-level features.
Wei et al. [22] propose Label Decoupling Framework (LDF) for salient object detection. Due to
the outstanding anti-interference ability of saliency map, we introduce LDF into our method to
extract the saliency map and use it to improve the performance of neural network on resisting the
interference of data variants. Redmon et al. [16] introduce Feature Pyramid Networks (FPN) into
Yolo-v2 [15] to capture the characteristics of objects with different sizes for object detection. In the
field of BPR, there is a similar problem that the highest layer of CNN inevitably loses some useful
information, so it is necessary to introduce FPN into our method.

3 METHOD
By resorting to dual measures simultaneously, we exploit beneficial features while suppressing
interference features in a well-designed neural network that improves the accuracy of BPR as much
as possible. Therefore, the first vital thing is to reform existing convolutions to exploit the beneficial
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distinct features and detailed features; the second vital thing is to introduce effective mechanisms
(e.g., attention) into existing convolutions to suppress interference features. In addition, both the
backbone network and its pretraining should be considered to further improve the accuracy of
BPR, thus, training an appropriate backbone network on an appropriate dataset not only helps
enhance the ability to resist interference information, but also enhances the generalization ability.
Based on the aforementioned observations, we propose an end-to-end variable-attention and

multi-feature-combination based neural network (VM-Net) to solve the practical yet challenging
BPR problem. The proposed VM-Net is illustrated in Figure 2: (1) We utilize the effective ResNest-
101 which is pretrained on ImageNet [7] as the backbone network and train it on the newly
constructed dataset (a dataset that contains more than one million images classified into more
than 20K categories). (2) We design both GRMAAC (mainly for exploiting distinct features and
detailed features and fusing them) and VAMAC (mainly for suppressing interference features)
as new descriptors, which are supported by the saliency masks extracted by label decoupling
framework (LDF) [22]. (3) As known, the scale of last convolution layer of a neural network is
very small which inevitably loses beneficial information. We have to consider the features of a
middle-convolution layer in the backbone network as a complement to the final features. We take
advantage of feature pyramid networks (FPN) [12] to extract middle-convolution-layer feature
maps. (4) Totally, the above three kinds of features are extracted from both the query image and
database images, namely GRMAAC features, VAMAC features, Middle features. Afterwards, we
calculate the Middle similarity, the VAMAC similarity and the GRMAAC similarity between the
query image and each image in the database, and the final similarity is made up of these three
similarities. The top-seven images are sorted as the retrieval results based on the final similarity. It
is worth noting that, the feature extraction of database images is in an offline way, and the feature
extraction of a query image and calculation and combination of similarities are in an online way.

3.1 Backbone Network and Training
Backbone network has a relatively large impact on both the accuracy and speed of learning-based
methods. We select ResNest-101 as the backbone network of VM-Net by simultaneously considering
its size, running speed and performance. We pretrain ResNest-101 on ImageNet, and again train
it on our own constructed dataset. The biggest difficulty of BPR is that query images are often
captured from real-world objects, which are full of distracting information, as shown in Figure 1
and the number of database images is very huge, which challenges the generalization ability of the
algorithm. Therefore, it is necessary to improve the generalization ability and the ability to counter
jamming information of a retrieval method. Based on such demands, we create a new dataset from
two main aspects. First, as shown in Figure 3, we collect more than 20K kinds of images from
various fields such as machinery, medicine, buildings, e-commerce, etc. Second, as shown in Figure
4, we augment the data including geometric transformation and increasing interference, such as
background variation, brightness variation, noise, blurring, etc. Please note that in order to improve
the versatility of the dataset and enhance the capability of the model in other image retrieval tasks,
we cover many kinds of images, which are not limited to beauty product images.

3.2 LDF-based VAMAC
Maximum Activation of Convolutions (MAC) is a common feature descriptor in the field of CBR
which can effectively extract the capital features of images. MAC is formulated as

𝑓𝑀𝐴𝐶 = [𝑓1, ..., 𝑓𝑖 ..., 𝑓𝐶 ], 𝑓𝑖 = max
𝑥 ∈𝑋𝑖

𝑥 (1)
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Fig. 2. Architecture of VM-Net. We extract the features of database images which are divided into GRMAAC
features, VAMAC features and Middle features, and save them as database features in an offline way. Given a
query image, we extract its features in the same way, and calculate the similarity of each feature respectively
and summarize these three similarities. Finally, the query image is compared with each database image by
the final similarity, and seven most similar images are obtained as the online retrieval results. The green
line represents the process of online extraction of the query image’s features. The black line represents the
process of online calculation and combination of similarities. The red line represents the process of offline
extraction of database images’ features.

Fig. 3. Some images from our established dataset.

where 𝑋𝑖 represents the convolutional feature map extracted by the backbone network belonging
to the i-th channel, and 𝑓𝑖 expresses the biggest element of the i-th feature map.
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Fig. 4. Data augmentation on an image from our dataset. There is relatively large interference information in
the image that the training process can improve the generalization ability and the robustness of the backbone
network to deal with jamming information.

Unfortunately, images of BPR are full of distracting information which may be more visible
than the content of the image and interfere with the feature extraction of MAC. To reduce this
interference, we introduce a variable-attentionmechanism intoMAC, i.e., propose variable-attention
based maximum activation of convolutions (VAMAC). The variable-attention mechanism is inspired
by Generalized-attention Regional Maximum Activation of Convolutions (GRMAC), which uses the
feature maps of the last convolution-layer of the backbone network to generate a variable weight
matrix that is only used to assign weights to sliding windows. According to its principle that we
believe that areas with element values bigger than the average contain products, we generate a
variable mask to filter feature maps in order to reduce interference information. The variable mask
𝑀 is generated by defining a threshold 𝑇 (the average value) as

𝐴 =

𝐶∑︁
𝑖=1

𝑓𝑖 (2)

𝑚𝑖𝑛𝐴 = min
𝑥 ∈𝐴

𝑥 (3)

𝑇 = ( 1
𝑤 × ℎ

𝑤∑︁
𝑖=1

ℎ∑︁
𝑗=1

(𝐴𝑖, 𝑗 −𝑚𝑖𝑛𝐴)𝑝 )
1
𝑝 +𝑚𝑖𝑛𝐴 (4)

𝑀𝑖, 𝑗 =

{
1 𝐴𝑖, 𝑗 > 𝑇

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(5)

where 𝐴 denotes the summation of feature maps through depth. 𝑇 is a threshold that controls the
generation of a variable mask. Values of elements bigger than 𝑇 in 𝐴 are set to 1 and the others are
set to 0, the variable mask𝑀 is generated. 𝑝 is a parameter to tune for adjusting the variable mask,
as shown in Figure 5. VAMAC filters feature maps with the variable mask before MAC defined as

𝑦𝑖, 𝑗 = 𝑀𝑖, 𝑗 × 𝑥𝑖, 𝑗 (6)

𝑓𝑉𝐴𝑀𝐴𝐶 = [𝑓1 ...𝑓𝑐 ...𝑓𝐶 ],𝑤𝑖𝑡ℎ𝑓𝑐 = max
𝑦∈𝑌𝑐

𝑦 (7)

where𝑀𝑖, 𝑗 is the value of variable mask in position (i,j) as shown in equation (5) and 𝑥𝑖, 𝑗 is the value
of feature map in position (i,j). In addition to the advantage of reducing interference information,
VAMAC is also adjustable compared with other attention mechanisms and this advantage ensures
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that it can adjust its variable mask as the change of task’s characteristics, so as to better capture
useful information.

Query Images p = 0.5 p = 1 p = 2 p = 3

Fig. 5. Visualization of variable masks. The variable mask is controlled by the parameter 𝑝 . As 𝑝 gets bigger,
the scope of the mask gets smaller.

Although VAMAC alleviates the influence of interference information, it cannot remove the
interference information near the object contour and it is difficult to fight the interference of
positions and directions. In order to remedy these shortcomings, we use label decoupling framework
(LDF) to extract the saliency map which is a kind of low-level features and is very close to the
outline of the content. It can remove the interference information near the object contour and
fight the interference of positions and directions well, as shown in Figure 6. Then, we subsample
the saliency map with bilinear interpolation to the same scale as feature maps and use it to filter
feature maps which have been filtered by the above variable mask.

3.3 LDF-based GRMAAC
GRMAC is a famous descriptor for sliding windows and the weight matrix in the field of BPR. As
shown in Figure 7, sliding windows have three different scales and they can extract local features.
GRMAC applies Max-pooling on all scales of sliding windows to capture most distinct features
while ignoring the detailed ones. There are many images in the database that are different from but
similar to the query image, which may cause extreme interference to the retrieval accuracy. Detailed
features are sensitive to the nuances of similar images. In this regard, we propose GRMAAC by
introducing multi-pooling into GRMAC to extract both detailed features and distinct features, and
then fuse them. We find that the larger window is suitable for extracting more detailed features
since it contains more areas, while the smaller window is suitable for capturing distinct features
within a small area. Meanwhile, Avg-pooling can capture more detailed features and Max-pooling
is easier to extract more distinct features. Therefore, we assign Avg-pooling to the biggest window,
𝐿𝑝-pooling to the medium window, and Max-pooling to the smallest window. 𝐿𝑝-pooling is a
pooling solution between Max-pooling and Avg-pooling, and we can adjust its parameters to decide
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Fig. 6. Visualization of saliency maps. LDF [22] can extract saliency maps which are very close to the outline
of contents.

Fig. 7. Visualization of sliding windows from GRMAC. GRMAC uses three scales of sliding windows to
extract local features within regions of different scales.

whether to extract more detailed features or catch more distinct features. In order to compute them,
we obtain three set of square regions sampled by the sliding windows: 𝑅1 = {𝑅𝑘,1}, 𝑅2 = {𝑅𝑘,2} and 𝑅3
= {𝑅𝑘,3}. 𝑅1 are the largest ones, 𝑅3 are the smallest ones and 𝑅2 are the medium ones. GRMAAC is
calculated as

𝑓𝑅𝑘,1 = [𝑓𝑅𝑘,1,0 ...𝑓𝑅𝑘,1,𝑐 ...𝑓𝑅𝑘,1,𝐶 ], 𝑓𝑅𝑘,1,𝑐 = max
𝑥 ∈𝑅𝑘,1,𝑐

𝑥 (8)

𝑓𝑅𝑘,2 = [𝑓𝑅𝑘,2,0 ...𝑓𝑅𝑘,2,𝑐 ...𝑓𝑅𝑘,2,𝐶 ], 𝑓𝑅𝑘,2,𝑐 = 𝑙𝑝𝑥 ∈𝑅𝑘,2,𝑐𝑥 (9)
𝑓𝑅𝑘,3 = [𝑓𝑅𝑘,3,0 ...𝑓𝑅𝑘,3,𝑐 ...𝑓𝑅𝑘,3,𝐶 ], 𝑓𝑅𝑘,3,𝑐 = 𝑎𝑣𝑔𝑥 ∈𝑅𝑘,3,𝑐𝑥 (10)

𝑓𝐺𝑅𝑀 =
∑︁

𝑡 ∈1,2,3

∑︁
𝑅𝑘,𝑡 ∈𝑅𝑡

𝑞𝑡

∑
(𝑖, 𝑗) ∈𝑟𝑘,𝑡 𝑀𝑖, 𝑗

𝑠𝑖𝑧𝑒 (𝑅𝑘,𝑡 )
𝑓𝑅𝑘,𝑡 (11)
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𝑓𝐺𝑅𝑀𝐴𝐴𝐶 =
𝑓𝐺𝑅𝑀

𝑛𝑜𝑟𝑚(𝑓𝐺𝑅𝑀 ) (12)

where 𝑓𝑅𝑘,𝑡 denotes the local feature of 𝑅𝑘,𝑡 . 𝑟𝑘,𝑡 represents the location set of 𝑅𝑘,𝑡 .𝑀𝑖, 𝑗 represents
the value of mask in location (i,j). 𝑞𝑡 represent the weights which we assign to different pooling
schemes and they are adjustable. Therefore, we can fuse detailed features and distinct features by
adjusting 𝑞𝑡 to appropriate value.
Similar to VAMAC, GRMAAC also needs LDF and variable mask to enhance the ability of anti-

jamming information. To the Avg-pooling part, we use the variable mask and the saliency mask to
filter the feature maps before Avg-pooling, because the sliding windows in this part are big and
have much distracting and interference information which may easily affect Avg-pooling. As for the
𝐿𝑝 -pooling and Max-pooling, we only use the variable mask to filter the feature maps’ distracting
information for the reason that the sliding windows in this part are relatively small so that they
contain less interference information and the two pooling methods are more difficultly affected by
interference information relatively.

3.4 Middle Features
In the past cases of combining CNN and image retrieval, researchers only focused on the last
convolution-layer feature maps while they ignored to make use of the middle-layer features.
Although, the last convolution-layer feature maps contain most useful information, they will
inevitably lose some useful information due to the limitation of size. Obviously, it is a good choice
to use the middle-layer feature maps as supplementary features.
We introduce feature pyramid networks (FPN) into our method to extract the middle-layer

feature maps of the backbone network. First, we install FPN on the backbone network and freeze
all parts except FPN. Second, we pretrain the network on Imagenet and train it on our own dataset
mentioned above. After that, FPN can extract the middle-layer feature maps while the backbone
network is working. It is worth mentioning that FPN is only used to extract middle-layer feature
maps, and has no influence on last-layer feature maps. Then, after applying VAMAC and LDF on
the middle-layer feature maps, the middle features are obtained.

3.5 VM-Net
We propose VM-Net by combining VAMAC features, GRMAAC features and Middle features in
the stage of calculating similarity of the database images and the query image. In order to balance
accuracy and speed, we use cosine similarity to calculate the similarity of feature vectors. Feature
vectors have been normalized before, so it is not necessary to divide the length of the vector when
calculating the cosine similarity. We first calculate their contributions to similarity separately, i.e.,
GRMAAC similarity, VAMAC similarity and Middle similarity. Then, we combine them with the
weights 𝑝𝑠,𝑡 according to their importance. VM-Net is formulated as

𝑆𝑉𝐴 = 𝑓𝑉𝐴,𝑞𝑢𝑒𝑟𝑦 · 𝑓𝑉𝐴,𝑑𝑏 (13)

𝑆𝐺𝑅 = 𝑓𝐺𝑅,𝑞𝑢𝑒𝑟𝑦 · 𝑓𝐺𝑅,𝑑𝑏 (14)

𝑆𝑀 = 𝑓𝑀,𝑞𝑢𝑒𝑟𝑦 · 𝑓𝑀,𝑑𝑏 (15)

𝑆 = 𝑝𝑠,1 × 𝑆𝑉𝐴 + 𝑝𝑠,2 × 𝑆𝐺𝑅 + 𝑝𝑠,3 × 𝑆𝑀 (16)
where, 𝑓𝑉𝐴,𝑞𝑢𝑒𝑟𝑦 and 𝑓𝑉𝐴,𝑑𝑏 denote VAMAC features of the query image and the database image.
𝑓𝐺𝑅,𝑞𝑢𝑒𝑟𝑦 and 𝑓𝐺𝑅,𝑑𝑏 denote GRMAAC features of the query image and the database image. 𝑓𝑀,𝑞𝑢𝑒𝑟𝑦

and 𝑓𝑀,𝑑𝑏 denote Middle features of the query image and the database image. 𝑆𝑉𝐴, 𝑆𝐺𝑅 and 𝑆𝑀
represent VAMAC similarity, GRMAAC similarity and Middle similarity respectively. Finally, the
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similarity of the database images and the query image is generated by combining VAMAC similarity,
GRMAAC similarity and Middle similarity with weights 𝑝𝑠,𝑡 .

3.6 Usage of VM-Net
As shown in Figure 2, our VM-Net is divided into two main parts, including extracting database
features offline and extracting the feature set of the query image and comparing it with database
features online. In the offline stage, we extract the features of images from the database and save
them as a database feature set. In the online stage, users can get the top seven most similar images
after our method extracts the features of the query image and compares it with each feature group
from the database feature set.

3.7 Innovations
In this section, we shall elaborate our innovations.

• We establish a new and large dataset which enhances the generalization ability and anti-
interference ability of the proposed VM-Net and other methods by training the backbone
networks (i.e., ResNest-101) on it.

• We introduce LDF and FPN into VM-Net to make use of low-level features (Saliency mask)
and middle-convolution-layer features (Middle features). The Saliency mask helps remove
the interference information near the object contour and fights the interference of position
and direction well. Middle features make up for the disappearance of useful information in
the last-convolution-layer feature maps.

• We propose GRMAAC and VAMAC by introducing variable-attention mechanism into GR-
MAC and MAC and reforming the pooling solution of GRMAC. These improvements encour-
age VAMAC filter interference information flexibly and give GRMAAC an ability to capture
both detailed features and distinct features simultaneously.

• VM-Net clearly outperforms the state-of-the-art methods in terms of retrieval accuracy.

4 EXPERIMENTS
We implement our VM-Net with PyTorch on a GeForce RTX 3090 GPU. We carry out three types of
experiments to demonstrate the superiority of the proposed VM-Net. First, we elaborate training
details of the backbone network. Second, we evaluate the influence of all parts of VM-Net to prove
their effectiveness. Third, we compare VM-Net with the state-of-the-art methods. Experiments are
conducted on the Perfect-500K dataset [1]. Perfect-500K contains more than half million images
of beauty/personal products collected from online shopping websites. There are 100 images for
testing. The image retrieval task requires the algorithm to be able to retrieve all positive examples
and arrange them in the first few examples. Mean average precision@N (MAP@N) is interested in
the number and ranking of correct products in the retrieval result, where with the increase of N,
the accuracy of the result is more difficult to increase. Mean average precision@7 (MAP@7) can
measure this requirement better. Thus, we adopt MAP@7 as the metric.

4.1 Evaluation Metric
In our experiments, we adopt mean average precision@7 (MAP@7) as the evaluation metric and
we choose seven images with the highest scores as the retrieval results.

MAP@k not only requires that the correct goods are retrieved as much as possible in the search
results, but also requires that these correct goods be ranked as high as possible in the search results,
taking into account the requirements of recall and precision. However, neither recall nor accuracy
can verify the ranking of correct products in the results. When retrieving goods, users not only need
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to retrieve the correct goods, but also want the correct goods to be presented as soon as possible,
without the need to search through the drop-down menu. The commodity retrieval algorithm with
a high MAP@k can undoubtedly improve the retrieving experience of users.

MAP@7 is defined as

𝐴𝑃 (𝑛, 𝑗) =
∑𝑛

𝑖=1 (𝑟𝑒𝑙 (𝑖) ×
𝑟𝑎𝑛𝑘 𝑖𝑛 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠

𝑖
)

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 ′
(16)

𝑀𝐴𝑃 (𝑛) =
∑100

𝑗=1𝐴𝑃 (𝑛, 𝑗)
100 (17)

𝑀𝐴𝑃@7 =
∑7

𝑛=1𝑀𝐴𝑃 (𝑛)
7 (18)

where 𝑗 denotes the order of the query image and rel(i) is equal to 1 when the selected image is
relevant to the query image.

4.2 Backbone Network
Choosing a fast and effective neural network as the backbone network is more desirable for the
BPR task. As shown in Table 1, ResNest-101 is the best choice by taking the accuracy rate of image
classification task as the main standard, as well as considering all other indexes.
The training process of our backbone network is divided into two parts. First, we train the

backbone network on ImageNet. Then, we further optimize the backbone network on the newly
established dataset. It is worth mentioning that we use Softmax Loss [3] as the loss function. The
hyper-parameters are shown in Table 2. In order to make the training process more smooth, we
use Cosine-Decay to adjust the learning rate. To reduce the risk of over-fitting, we choose SGD as
the parameter optimizer.

Table 1. Retrieval performance of different backbone networks.

SIZE GFLOPs MAP@7
ResNet-101 44.5M 7.87 0.5700
ResNeXt-101 44.3M 7.99 0.5874
SENet-101 49.2M 8.00 0.5808

ResNetD-101 44.6M 8.06 0.5965
SKNet-101 48.9M 8.46 0.5950
ResNest-101 48.2M 8.07 0.6061
VGG-16 138.4M 15.5 0.4962

RepVGG-B2g4 55.8M 11.3 0.5634
EfficientNet-B0 5.26M 0.4 0.5050

Table 2. Hyper-parameters of training.

Parameter batchsize num_epochs epoch_decay lr_decay lr_init lr_final momentum weight_decay
Value 32 80 20 0.1 0.1 0.0001 0.9 0.0001
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Table 3. Influence of individual parts of VM-Net. MF means middle features.

GRMAAC VAMAC Saliency MF MAP@7√
0.5324√
0.5361√ √
0.5706√ √
0.5308√ √
0.5432√ √ √
0.5795√ √
0.5675√ √
0.5616√ √ √
0.5972√ √ √
0.5723√ √ √
0.5650√ √ √ √
0.6061

Table 4. Comparisons with SOTAs. The accuracy of methods marked with "AMB" comes from the official
ranking of "AI meets beauty" [1].

Method MAP@7
1 RMAC [19] 0.3804
2 GEMLL [17] 0.4017
3 UEL [13] 0.4050
4 GRMAC [28] 0.4624
5 MFFS [26] 0.4688
6 SOLAR [14] 0.4850
7 AMAC [27] 0.5750
8 VM-Net (ours) 0.6061
9 UEL (AMB) [13] 0.4072
10 GRMAC (AMB) [28] 0.4086
11 MFFS (AMB) [26] 0.4373
12 AMAC (AMB) [27] 0.5321
13 FIRe [23] 0.5600
14 CVNet [11] 0.5250

4.3 Ablation Study
We conduct ablation studies by removing or replacing components from the full implementation
of VM-Net. There are five main parts, including the backbone, Saliency mask, Middle features,
GRMAAC and VAMAC. Since ResNest-101 is proved to be the best choice for the backbone network,
we herein evaluate the influence of the other parts. As illustrated in Table 3, the four parts all
have different degrees of positive impacts on VM-Net. GRMAAC, VAMAC, and the saliency mask
focus on detailed features, distinct features, and salient features respectively, while the middle-
convolution-layer features are supplements. It is observed from Table 3 that GRMAAC, VAMAC
and the saliency mask contribute more than the middle-convolution-layer features.

4.4 Parameter Adjustment
In order to obtain the best result, we adjust the parameters of VAMAC, GRMAAC and VM-Net
separately by conducting extensive experiments. The way we take to adjust parameters is that we
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Table 5. Adjustment of 𝑝 in VAMAC.

𝑝 map@7
1 0.5 0.5658
2 1.0 0.5697
3 2.0 0.5672
4 3.0 0.5614

Table 6. Adjustment of 𝑞𝑡 in GRMAAC.

𝑞1 𝑞2 map@7
1 0.5 0.5 0.5502
2 0.5 1.0 0.5495
3 0.5 2.0 0.5406
4 1.0 0.5 0.5469
5 1.0 1.0 0.5425
6 1.0 2.0 0.5357
7 2.0 0.5 0.5313
8 2.0 1.0 0.5229
9 2.0 2.0 0.5176

Table 7. Adjustment of 𝑝𝑠,𝑡 in VM-Net.

1 2 3 4 5 6 7 8 9 10
𝑝𝑠,2 0.9 1.0 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9

map@7 0.5932 0.5995 0.5975 0.5986 0.6047 0.6030 0.6052 0.6061 0.6032 0.5924

change one parameter and fix the other parameters at a certain time while observing its impact on
the accuracy.
Through extensive experiments and tests, we obtain a series of optimal parameters of VM-Net.

The most important three parameters are introduced as follows:
• We set 𝑝 = 1.0 which controls the variable mask.
• We adjust𝑞𝑡 for GRMAACwhich represents theweights assigned to different pooling schemes.
Explicitly, we set 𝑞1 = 0.5, 𝑞2 = 0.5, and 𝑞3 = 1.0.

• We adjust 𝑝𝑠,𝑡 which affects the VAMAC similarity, the GRMAAC similarity and the Middle
similarity, respectively. We set 𝑝𝑠,1 = 1.0, 𝑝𝑠,2 = 1.7, and 𝑝𝑠,3 = 1.0.

4.5 Comparison
To prove the effectiveness of VM-Net, we compare it with the state-of-the-art methods including
AMAC [27] (the grand-challenge champion of ACM MM 2020), MFFS [26] (the grand-challenge
second place of ACM MM 2020), GRMAC [28] (the grand-challenge champion of ACM MM 2019),
UEL [13] (the grand-challenge second place of ACM MM 2019), SOLAR [14] (proposed by Ng et al.
in ECCV 2020), GeMLL [17] (proposed by Revaud et al. in ICCV 2019), FIRe [23], CVNet [11] and
RMAC [19] (a classic image retrieval method). All these methods are tested on Perfect-500K. As
shown in Table 4, our VM-Net significantly improves the retrieval accuracy compared with these
SOTAs. It is worth mentioning that the accuracy of UEL, GRMAC, MFFS and AMAC comes from
the official ranking of "AI meets beauty" [1]. Moreover, to demonstrate the effectiveness of our
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dataset and for the sake of fairness, we train the backbone network of all methods on our dataset.
As illustrated in Table 4, our dataset can significantly improve the performance and our method is
still the best.

Query Images Database Images

Fig. 8. Visualization of our retrieval results. BPR is difficult for many similar interference options and
data variations, but VM-Net can effectively find the same product under these interference factors.

4.6 Visualization
We randomly choose five samples from the results. As shown in Figure 8, we show the top five
most similar images selected by VM-Net in every sample and we mark the same product with a red
box. It is observed that BPR is quite difficult to obtain satisfying results because the query images
are full of data variations and database images which do not contain the target product may be very
similar to the query image. Our method can pick out the exact images under these interference
factors.
We list five typical query images with data variations from real world, and illustrate the top-1

retrieval results of state-of-the-arts and our VM-Net in Figure 9. Other methods may search the
most similar images, while our VM-Net achieves exactly the same product’s image.
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Query Images CCR-Net (ours) AMAC MFFS GRMAC SOLAR 
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Fig. 9. VM-Net outperforms its competitors for challenging cases. Given a query image, the top-1
retrieval results are illustrated. Other state-of-the-art methods find the similar images in most cases, while
our VM-Net achieves exactly the same product’s image.

5 CONCLUSION
We have raised the intriguing question that whether the broadly extracted different types of
image features are beneficial to 1) suppress data variations of real-world captured images, and 2)
distinguish one image from others in the dataset that have very similar but intrinsically different
beauty products in them, therefore leading to an enhanced capability of BPR. The answer is YES.
That is, we propose an end-to-end content-based beauty product retrieval neural network, named
VM-Net. VM-Net skillfully uses the variable attention mechanism and integrates features of various
levels including low-level features (saliency features), middle-convolution-layer features, distinct
features and detailed features. It is worth mentioning that saliency features and distinct features
can effectively counter the data variations, while middle-convolution-layer features and detailed
features can distinguish the similar products and the target product accurately. Extensive results
show that VM-Net outperforms the state-of-the-art methods clearly in terms of retrieval accuracy.
After training on our own collected dataset, in which the proportion of beauty products is less
than 5%, VM-Net achieves the best results among all the methods on Perfect-500k. The outstanding
performance exhibits a potentially wide applicability of VM-Net. In addition, VM-Net can be
applied to the similar fields such as landmark retrieval, sketch retrieval, etc. Also, VM-Net can
be applied to both the beauty product identification and beauty product classification tasks with
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minor modifications. For example, we may replace the module for calculating the similarity of the
model with predicting the probability score and calculate the loss function.
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